Prediction and Time Series Computer Exercise Week 1

Name: Nguyen Xuan Binh Student ID: 887799

**A) Formulate a linear regression model, where the variable ILL is explained with the variable CONSUMPTION. Include a constant term in your model**

tobacco\_data<- read.table('tobacco.txt', header=T, sep = '\t')  
lm\_ill <- lm(ILL ~ CONSUMPTION, data = tobacco\_data)  
summary <- summary(lm\_ill)  
summary

##   
## Call:  
## lm(formula = ILL ~ CONSUMPTION, data = tobacco\_data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -169.016 -32.813 0.004 45.804 136.914   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 65.74886 48.95871 1.343 0.21217   
## CONSUMPTION 0.22912 0.06921 3.310 0.00908 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 84.13 on 9 degrees of freedom  
## Multiple R-squared: 0.549, Adjusted R-squared: 0.4989   
## F-statistic: 10.96 on 1 and 9 DF, p-value: 0.009081

lm\_ill is the linear regression model of response variable ILL from explanatory variable CONSUMPTION. Results above is summary of the linear regression model Intercept of the coefficients is the constant term in the regression model

**B) Estimate the regression coefficients of the model by using the least squares method and give interpretations for the estimated regression coefficients.**

consumption <- tobacco\_data$CONSUMPTION  
X = as.matrix(cbind(rep(1,nrow(tobacco\_data)), consumption))  
b\_coefficient <- solve(t(X) %\*% X) %\*% t(X)%\*% tobacco\_data$ILL  
b\_coefficient

## [,1]  
## 65.7488570  
## consumption 0.2291153

Least squares method: b = (X^T \* X)^-1 \* X^T \* y, where X = [vector(1) vector(xi)… vector(xk)]

=> regression coefficients of the model: b1 = 0.2291153 Interpretation: b1 = 0.2291153 is an unbiased estimator for the real β coefficient of linear regression model of ILL-CONSUMPTION y = Xβ + Є

The intercept/constant term for the least squares method is 65.7488570

**C) What is the coefficient of determination of the model?**

summary$r.squared

## [1] 0.54904

The coefficient of determination of the model is R^2 = 0.54905

**D) Is the model statistically significant according to the F-test? Use 1% as the level of significance**

summary

##   
## Call:  
## lm(formula = ILL ~ CONSUMPTION, data = tobacco\_data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -169.016 -32.813 0.004 45.804 136.914   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 65.74886 48.95871 1.343 0.21217   
## CONSUMPTION 0.22912 0.06921 3.310 0.00908 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 84.13 on 9 degrees of freedom  
## Multiple R-squared: 0.549, Adjusted R-squared: 0.4989   
## F-statistic: 10.96 on 1 and 9 DF, p-value: 0.009081

To know whether a model is statistically significant in F test, we need to compare F test’s p value with the given significant level that we want to achieve. In the calculation above, we find that 0.009081 is smaller than the significant level of 0.01

=> the model is statistically significant according to the F-test

=> null hypothesis is unlikely

**E) Is the variable CONSUMPTION statistically significant according to the t-test? Compare the p-value with the p-value obtained in part (d) and explain the connection between them**

p\_value\_consumption <- summary$coefficients[,4][2] # p-value of CONSUMPTION  
p\_value\_consumption

## CONSUMPTION   
## 0.009081016

p\_value\_consumption < 0.01 # Level of significance

## CONSUMPTION   
## TRUE

The p-value of the CONSUMPTION variable (Pr(>|t|)) is smaller than the level of significance, which implies than the model of ILL-CONSUMPTION is statistically significant The p value of CONSUMPTION and of F-test found in (d) are equal/almost equal

=> p value of F test is directly derived from CONSUMPTION variable which is the only explanatory variable

=> we can safely believe that there is correlations between ILL and CONSUMPTION and thus the null hypothesis is incorrect for this model

**F) Plot the estimated regression line together with the data** The plot is as follows

plot(tobacco\_data$CONSUMPTION, tobacco\_data$ILL, xlab = "CONSUMPTION", ylab = "ILL")  
abline(lm\_ill)

![](data:image/png;base64,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)

**G) Explain the concept of confidence interval**

The confidence interval (CI) in statistics is a range of values, within some degree of confidence, that will contain the actual concerned statistical value. It is denoted in percentage % where the true value actually lies between the upper and lower interval. For example, a 95% confidence interval means if random intervals are calculated 100 times, 95 of them are likely to include the true value

**H) Suppose that the normality assumptions holds. Form a 95% confidence interval for the slope of the regression line. Give also the 99% confidence interval. Note that the confidence interval is notably wide for the constant term. Can you give some explanation for this?**

confint(lm\_ill, level = 0.95)

## 2.5 % 97.5 %  
## (Intercept) -45.00344053 176.5011546  
## CONSUMPTION 0.07254024 0.3856904

confint(lm\_ill, level = 0.99)

## 0.5 % 99.5 %  
## (Intercept) -93.358900306 224.8566143  
## CONSUMPTION 0.004178126 0.4540525

95% and 99% confidence interval for the slope of the regression line has been calculated which are shown in the table above.

The confidence interval for the constant term of 95% confidence interval is

176.5011546 - (-45.00344053) = 221.5045951

and 99% confidence interval is

224.8566143 - (-93.358900306) = 318.215514606

These intervals are particluarly wide because the wider the interval, the more likely the true parameter will fall inside it. In this case it is 95% and 99% confidence interval, which accounts for these wide gaps.

**I) Compute 95% confidence intervals for the regression coefficients with bootstrapping (2000 repetitions). Compare to part (h)**

n\_boot <- 2000  
fit\_helper\_i <- function(X,y) {  
 # Sample with replacement  
 inds <- sample(1:nrow(X), replace = TRUE)  
 X <- X[inds,]  
 y <- y[inds]  
 # Bootstrap LS estimate  
 solve((t(X) %\*% X)) %\*% t(X) %\*% y  
}  
y <- tobacco\_data$ILL  
boot\_samples <- replicate(n\_boot, fit\_helper\_i(X,y), simplify = 'matrix')  
boot\_samples <- cbind(boot\_samples, b\_coefficient[2])  
alpha = 0.05  
bootstrap\_confint <- t(apply(boot\_samples, 1, function(x) quantile(x, probs = c(alpha/2, 1- alpha/2, 1-alpha/2)))[-3,])  
bootstrap\_confint

## 2.5% 97.5%  
## [1,] -29.4246055 150.6441567  
## [2,] 0.0674636 0.4376498

In the table above, [,1] row is the Intercept and row [2,] column is CONSUMPTION. We can see that with bootstrap methods, the values of the confidence interval varies but not too significantly from the values found in the original 95% confidence interval in (h)

=> Bootstrap method still truthfully reflects the original confidence interval

**J) What advantages bootstrapping has when compared to the conventional way of determining confidence intervals?**

The advantages bootstrapping offers in determining confidence intervals:

+ The bootstrapping approach can be used in all data models because it does not assume distribution of the data => Normality assumption is not necessary

+ An outlier in the dataset distort the actual mean and the standard error of the model => bootstrapping will help flatten out the effects of outlier

+ In reality, getting new sets of data is considered very difficult, impractical or even impossible => Bootstrapping randomizes the existing data set and helps us avoid the cost of repeating the experiment to get other groups of sampled data.